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Abstract: Reflective writing is known as a useful 
method in learning sciences to improve the metacog-
nitive skills of students. However, students struggle 
to structure their reflections properly, limiting the pos-
sible learning gains. Previous works in educational 
technologies literature have explored the paradigms 
of learning from worked and modelling examples, but 
(a) their application to the domain of reflective writing 
is rare, (b) such methods might not scale properly to 
large-scale classrooms, and (c) they do not neces-
sarily take the learning needs of each student into 
account. In this work, we suggest two approaches of 
integrating AI-enabled support in digital systems de-
signed around learning from worked and modelling 
examples paradigms, to provide personalized learn-
ing and feedback to students using large language 
models (LLMs). We evaluate Reflectium, our reflec-
tive writing assistant, show benefits of integrating AI 
support into the learning from examples modalities 
and compare the perception of the users and their 
interaction behaviour when using each version of our 
tool. Our work sheds light on the applicability of gen-
erative LLMs to different types of providing support 
using the learning from examples paradigm, in the 
domain of reflective writing.
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INTRODUCTION

Reflective writing is defined as the process of expressing insights, thoughts and experi-
ences on specific events (Williams et al., 2020). It helps learners to revisit past experiences 
and gain deeper insights into their skills, which in turn can improve learning gains and per-
sonal growth (Colomer et al., 2020). Reflective writing is known to improve students' meta-
cognitive skills, which is considered a crucial part of the human learning process (O'Loughlin 
& Griffith, 2020; Perry et al., 2019). However, forming reflective writings is not necessarily 
straightforward, especially for new learners. They exhibit issues with using reflective struc-
tural models (eg, the Gibbs reflective cycle (Adeani et al., 2020)) to write down their emo-
tions and thoughts (Adeani et al., 2020; Middleton, 2017; Prior et al., 2016).

Practitioner notes

What is already known about this topic
•	 Reflective writing fosters metacognitive skills and improves learning gains and 

personal growth.
•	 The learning from worked and modelling examples paradigms is effective for skill 

acquisition and applying the acquired knowledge.
•	 Existing reflective writing assistants usually lack dynamic, AI-driven feedback or 

interactivity, limiting personalization and adaptability to each user's own needs in 
the learning process.

What this paper adds
•	 It introduces Reflectium, an AI-enabled reflective writing assistant, integrating 

intelligent and interactive writing support for both the learning from worked and 
modelling examples paradigms.

•	 It demonstrates the use of a fine-tuned large language model (LLM) for providing 
feedback in the learning from worked examples version, and an LLM-powered 
conversational agent simulating instructor interactions for the learning from mod-
elling examples version.

•	 It reports findings from a user study comparing the positive impact of artificial intel-
ligence (AI) support on learners' performance, interaction behaviour and learning 
experience.

Implications for practice and/or policy
•	 Digital tutoring systems for teaching reflective writing using the learning from 

worked examples paradigm should incorporate adaptive AI feedback to enhance 
learning gains.

•	 Conversational agents simulating peers/instructors and powered by LLMs can 
provide scalable, interactive support for learning from modelling examples, nota-
bly in large-scale educational settings.

•	 Reflective writing tools should be evaluated for their impact on different aspects of 
the learning process, such as task performance, interaction behaviour and user 
experience, to guide future improvements.

•	 Educators and policymakers should consider the integration of AI-driven reflective 
writing tools into teaching curricula to enhance reflective practices and metacogni-
tive skill development.
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       |  3EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

Learning from examples has the potential to support beginners in reflective writing. 
Based on the theory of cognitive knowledge acquisition, the learning from examples para-
digm has been shown to be effective for initial skill learning (Renkl, 2002), enabling learners 
to borrow knowledge from others (Sweller, 1994) and to apply the knowledge they acquire 
to problems. Prior works have mainly addressed two types of learning from examples: (a) 
learning from worked examples, in which the learners see annotated examples to study 
and learn from, and (b) learning from modelling examples, in which the learners participate 
in a learning session with a peer or instructor that formulates and solves specific exam-
ples, showing the process of solving the example (Hoogerheide et al., 2014). Research on 
comparing these two paradigms, especially in the domain of reflective writing, is scarce 
and there is no consensus on which approach leads to higher overall learning gains, with 
some works claiming similar results obtained from the two approaches (Hoogerheide 
et al., 2014). Moreover, many current approaches to learning from worked examples rely 
on static predefined examples (Hilbert et al., 2008), failing to integrate intelligent artificial 
intelligence (AI)-based feedback in the loop. Furthermore, the learning from modelling ex-
amples approaches either (a) need on-demand access to an instructor, making it difficult 
to execute in large-scale educational environments, or (b) rely on pre-recorded videos of 
an instructor (Braaksma et al., 2002; Groenendijk et al., 2013), limiting the interactivity level 
of the approach and failing to adapt to each student's unique needs. We define AI support 
as the use of AI technologies, such as natural language processing methods, to assist 
individuals in various aspects of the writing process, including text structure and writing 
quality, across different stages of writing (eg, planning, drafting and feedback). While AI 
support has shown to be beneficial in a range of educational writing support tools (Göldi 
et al., 2024; Lee et al., 2024; Mejia-Domenzain et al., 2024), its integration into different 
learning from examples paradigms has not been explored.

To address the research gaps mentioned above, we suggest two approaches of inte-
grating AI-enabled support in digital systems designed around the learning from examples 
paradigms. For the learning from worked examples approach, we integrate a feedback func-
tionality provided by a fine-tuned large language model (LLM). For the learning from mod-
elling examples approach, we design and implement a conversational agent (ie, chatbot), 
powered by an LLM acting as the ‘peer/instructor’ to simulate the real classroom experience 
of modelling examples. We design and implement these variations into Reflectium, our intel-
ligent and interactive assistant designed to teach reflective writing.

We evaluate Reflectium in a 2 × 2 controlled user study with 100 Prolific participants, in 
which we manipulate (a) the two paradigms of learning from worked and modelling exam-
ples, and (b) the availability of AI support. This design enables us to find and compare the 
effects of the two learning from examples paradigms as well as to analyse the effects of pro-
viding intelligent support using AI models in each of these paradigms. Particularly, we aim 
to answer the following three research questions (RQs): What are the effects of embedding 
AI support into the learning from worked and modelling examples paradigms on learners' 
performance in reflective writing (RQ1), on their interaction behaviour (RQ2) and on their 
perceived learning experience (RQ3)? Answering RQ1 enables us to assess the effect of 
the combination of AI-support and example-based learning paradigms on learners' reflective 
writing (see also Huang et al., 2018; Mejia-Domenzain et al., 2024; Wale & Kassahun, 2024). 
With RQ2, we aim to scrutinize the effect of the AI support on learners' learning behaviour 
and the impact of these behaviours on their learning gains (see also Cotos et al., 2020; 
Mejia-Domenzain et al., 2024; Mouchel et al., 2023). Finally, RQ3 assesses learners' per-
ceived learning experience, which has been shown to be an important factor for adoption 
(Lee et al., 2005; Wambsganss, Kueng, et al., 2021; Wang & Tahir, 2020).

Our results indicate higher learning gains for participants in the worked examples and 
AI support conditions, but we have not found any significant difference in participants' 
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4  |      NESHAEI et al.

perception of the tool. Our work sheds light on the applicability of AI support to different 
learning from examples paradigms for the task of reflective writing.

RELATED WORK

Reflective writing

Reflective writing encourages learners to articulate their thoughts and experiences related 
to specific events (Williams et al., 2020). It has been known for being a source of valuable 
insights and a guide for future action plans (Boud et al., 2013; Nehyba & Štefánik, 2023) 
as well as an instrument to support the professional development of learners (Cochran-
Smith, 2005). Participating in reflective sessions is considered an important metacognitive 
skill for students (Colomer et al., 2020; McGuire et al., 2009; Perry et al., 2019). Additionally, 
prior work underscores the positive impacts of reflective writing on learning outcomes, 
as exemplified by improved learning in vocational students who participated in reflective 
practices (Cattaneo & Boldrini, 2016; Cattaneo & Motta, 2021; Hommel et al., 2023; Mejia-
Domenzain et al., 2022).

Previous works have explored the usage of structural frameworks to help people recall 
their experiences, with the aim of improving their learning (Williams et al., 2020). Examples 
include the models of Boud, Kolb, Schön, Gibbs and Rolfe (Boud et al., 2013; Gibbs, 1988; 
Kolb, 2014; Rolfe et al., 2001; Schön, 2017). In this work, we focus on the Gibbs reflective 
cycle (Gibbs, 1988) as the theoretical backbone for reflective writing support. It consists of 
six main components in a cycle (Gibbs, 1988):

•	 Description: A presentation of the event the learner is reflecting on.
•	 Feelings: Any feelings the learners had at the time of the situation.
•	 Evaluation: The positive and negative aspects of what happened in the situation.
•	 Analysis: The possible reasons for the points mentioned in the Evaluation section.
•	 Conclusion: A summary of what happened and what the learner gained from the event 

as a learning outcome.
•	 Action plan: Opinions on what the learner would do differently if they were faced with a 

similar situation in the future.

The Gibbs reflective cycle has been particularly recommended for novice learners and 
practitioners of reflection (Al-Mutawa et al., 2024), being described as ‘one of the simplest 
and most effective’ reflection models (Ahmadpour et al., 2025). As a result, previous re-
search has used Gibbs reflective cycle across a variety of domains to help students structure 
their reflective writings (Ahmed, 2020; Aneeis Hashim et al., 2023; Markkanen et al., 2020). 
For example, (Ezezika & Johnston, 2023) have employed the Gibbs reflective cycle in a 
public health biology course, while (Nurlatifah et al., 2023) implemented it in the context of 
an English as a Foreign Language (EFL) classroom. Additionally, (Adeani et al., 2020) have 
compared different reflective models (Kolb, Johnson, Gibbs) and found the Gibbs reflective 
cycle to be the most appropriate model for use in literature classrooms, as its well-structured 
approach helped students write better reflections.

Learning tools for reflective writing

The rise of LLMs (eg, the GPT family of models) has contributed to the success of writing as-
sistants across diverse areas (Lee et al., 2024), such as screenplays (Mirowski et al., 2023), 
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       |  5EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

peer reviews (Su et  al.,  2023; Wambsganss et  al.,  2023), argumentative texts (Afrin & 
Litman, 2023) and metaphor creation (Kim et al., 2023). Such writing assistants support users 
in generating new ideas, delivering feedback and revising writings (Buschek et al., 2021; 
Peng et al., 2020; Wu et al., 2019).

An emerging area of research on writing assistance investigates reflective writing and in 
particular its significance and impact in educational settings. Researchers have explored, in-
cluding guiding questions (Moussa-Inaty, 2015), sentence openers (Kingkaew et al., 2023), 
reflection manuals (Wong et al., 2016) or conversational agents (Kim et al., 2024; Wolfbauer 
et al., 2023) in the reflective writing process. However, many of these existing works rely on 
pre-scripted dialogues or predefined responses, which constrain their adaptivity to the cer-
tain unique learning paths of each learner. Only a few works have explored integrating LLMs 
into reflective writing; however, they have not been evaluated in learning scenarios or con-
nected to theoretical underpinnings of learning. For example, the work of Kim et al. (2024) 
presents a state machine-based approach of using LLMs in supporting psychiatric patients 
in documenting their daily experiences by interacting with a conversational agent. However, 
this work did not aim to teach reflective writing, but rather nudged the users to rely on the 
conversational agent each time they wanted to write about their experiences. Others (Kumar 
et al., 2024) have shown that access to an LLM facilitating self-reflection improves students' 
academic performance. Again, the goal of their work was not to teach reflective writing using 
AI, but to facilitate reflection. Finally, (Li et al., 2023) have shown limitations of LLMs for 
reflective writing but have not explored the best ways to embed such models in an educa-
tional reflective writing assistant. In this work, we aim to address the gaps in the literature by 
designing an experimental study comparing the effects of different learning from examples 
paradigms, with and without AI support, on the learning gains of students.

Learning from examples

Learning from examples, also known as example-based learning, is a form of learning by 
observing or imitating what others do (Van Gog & Rummel, 2010) that has been shown to 
have positive impacts on problem solving and learning across multiple domains (Jackson 
et al., 2008). Research in the area of learning from examples typically focuses on two main 
approaches to this paradigm (Hoogerheide et al., 2014):
•	 Learning from worked examples: Worked examples refer to demonstrations of the solu-

tion to a problem, typically provided to learners to help them develop problem-solving 
skills (Renkl, 1997). Worked examples are used in various educational scenarios, includ-
ing textbooks (eg, problem solutions typically provided in the end of textbooks) (Glasnovic 
Gracin, 2018), programming tutorials (eg, debugging explanations) (Bofferding et al., 2022) 
or language learning (eg, essay exercises) (Kyun et  al.,  2013). When learning how to 
write using the learning from worked examples paradigm, text-based worked examples 
are shown to the learners who are expected to study and learn from them. Research 
has shown the benefits and effectiveness of learning from worked examples (Sweller & 
Cooper, 1985), specifically among novice learners (Recker & Pirolli, 1995). This approach 
is supported by the cognitive load theory, which claims that the instruction process should 
be designed to reduce ineffective memory load and to make more working memory re-
sources available for learning (Hoogerheide et al., 2014; Sweller, 1988). Particularly, in the 
context of reflective writing, an approach based on the learning from worked examples 
paradigm can consist of a full textual example of a reflective writing, annotated with the 
components of a reflective framework, for example, the Gibbs reflective cycle. The learn-
ers can explore the different annotated text excerpts and learn how to write a similarly 
structured text by observing the worked example.
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6  |      NESHAEI et al.

•	 Learning from modelling examples: The modelling examples paradigm refers to in-
structional demonstrations where a peer student, expert or instructor explicitly shows and 
explains steps to perform and complete a task, solve a problem or apply a concept. Unlike 
worked examples, the modelling examples paradigm emphasizes the thinking process. 
This approach can either happen live (Bjerrum et al., 2013) or in the offline form of pre-
recorded videos (Braaksma et al., 2002; Groenendijk et al., 2013), making it more suitable 
for large-scale classrooms or massive online open courses. Modelling examples are used 
in various educational scenarios, including programming (eg, live coding by the instructor) 
(Raj et al., 2020), medical training (eg, modelling diagnostic reasoning in patient cases) 
(Bjerrum et  al.,  2013) and soft skills training (eg, role-playing effective communication 
or negotiation) (Andrew & Meligrana,  2012). The approach is supported by the social 
learning theory, which suggests that individuals acquire new behaviours by observing and 
modelling the actions of others (Bandura, 1977; Hoogerheide et al., 2014). Specifically, in 
the context of reflective writing, an approach based on the learning from modelling exam-
ples paradigm can consist of a peer or instructor providing step-by-step instructions on 
how to form a reflective writing based on a reflective framework, for example, the Gibbs 
reflective cycle. The peer or instructor would iterate over the different components one 
by one, with the aim of forming a full reflective writing in the end, modelling how a writer 
would conduct the process of reflective writing.

There is no consensus on which of the two approaches leads to better results in terms of 
higher learning gains. For example, (Hoogerheide et al., 2014) found that both approaches 
were effective at enhancing the test performance of learners and reduced their mental ef-
fort. With that said, the current approaches of learning from examples suffer from low in-
teractivity and adaptability to each learner's unique needs and learning pace. In particular, 
most current learning from worked examples approaches rely on predefined annotated ex-
amples, which naturally limits the adaptability of the system to each user's learning needs 
while practicing (Erümit & Çetin, 2020). Additionally, the most current learning from mod-
elling examples approaches in large-scale educational environments rely on pre-recorded 
videos (Braaksma et al., 2002; Groenendijk et al., 2013). Similar to a pre-written text, pre-
recorded videos naturally limit interactiveness and the possibility of moving towards learning 
beyond what is mentioned in the video. Moreover, while the learning sciences literature 
discusses the role of active inquiry in learning (Graesser et al., 1993), there is no potential 
to ask follow-up questions in a pre-recorded video or to make the learning pace suitable to 
each learner's own needs (Chin, 2006). There have been only a few works in the direction of 
using AI-based models to enable interactivity and adaptivity in tools using the learning from 
examples paradigm. For instance, (Mejia-Domenzain et al.,  2024) have used a retrieval-
based approach to adaptively provide students with example texts from peers, focusing 
on the learning from worked examples paradigm. In contrast, in this research, we suggest 
approaches to integrate LLMs into the process of the two learning from examples paradigms 
to enable adaptiveness and interactivity.

REFLECTIUM—LEARNING FROM WORKED AND 
MODELLING EX AMPLES WITH AI SUPPORT

To study the effect of embedding LLMs as AI support into the paradigms of learning from 
worked and modelling examples on users' learning outcomes, perceptions and behaviours, 
we designed Reflectium, our reflective writing assistant, around teaching the Gibbs re-
flective cycle. We implemented Reflectium as a React-based web application in two main 
versions corresponding to the learning from worked and modelling examples paradigms. 
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       |  7EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

We then evaluated the initial version of Reflectium in a pilot study with 34 German-speaking 
students of a nursing and caring vocational school in a Western European country. We used 
the feedback provided by the participants to adjust the interface and functionalities, as well 
as to fix issues within the tool.

User interface for worked examples

Figure 1a illustrates the learning from worked examples interface of Reflectium. The interface 
allows the users to hover over sentences from each class of the Gibbs reflective cycle in the 
text area using their mouse pointer, and see the definition of the highlighted class as well as 
three other examples on the dashboard on the right side, taking cues from prior works in-
structing learners on following certain structures in writing (Weber et al., 2024). The users can 
also ask for more worked examples to learn from, using the ‘Another Example’ button. A total 
of four worked examples are present in the system. When they are done with their learning, 
they can press the ‘Done’ button, and go to another page where they can write the reflective 
text of their own as a practice (see Figure 1b). Once done, they can press the ‘Feedback’ 
button to obtain personalized feedback. Our design is inspired by prior attempts at adding 
feedback functionalities and the learning from errors principle (Metcalfe, 2017; Wambsganss 
et al., 2020) to enable interactiveness and adaptivity in the learning from worked examples in-
terfaces (Mejia-Domenzain et al., 2024). The feedback relies on a fine-tuned LLM (described 
in detail in Section “AI model architecture”), classifying each sentence in the user's text into 
one of the Gibbs reflective cycle classes. We show the results to the user in two modalities: 
(a) each sentence in the text box on the left is highlighted with the corresponding Gibbs reflec-
tive cycle class, emulating an interface similar to the worked examples the users saw earlier, 
and (b) a dashboard on the right side shows the classes the user included or missed in their 
writing, arranged in the order of the Gibbs reflective cycle. By hovering their mouse pointer on 
each class, users can see more examples of that class below.

User interface for modelling examples

Figure 2 illustrates the interface of Reflectium using the learning from modelling examples 
paradigm (Figure 2). To enable interactiveness and adaptivity in this version of Reflectium, 
we implemented a conversational agent module, using an LLM in the role of the instructor. 
The conversational agent provides relevant responses to questions asked by the users re-
garding the domain of writing with the Gibbs reflective cycle.

F I G U R E  1   Screenshots of the version of Reflectium using the learning from worked examples paradigm: 
(a) observing the worked example and (b) receiving AI-based feedback on the user's writing.
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8  |      NESHAEI et al.

To simulate an instructor in the learning from modelling examples paradigm, the conver-
sational agent goes through the components of the Gibbs reflective cycle step by step. For 
each component, it first begins by explaining the current component, as well as providing 
suggestions (predefined) for follow-up questions in terms of buttons in the interface (taking 
cues from Wambsganss et al., 2024). Then, to enable adaptivity based on the learning state 
of the users at each step, when the users indicate to the conversational agent that they 
understood the current class, the conversational agent asks the user to write a sentence of 
that class. It then sends the sentence to the back-end, where it is evaluated and classified 
by the same fine-tuned LLM (see Section “User interface for worked examples”) powering 
the feedback module in the worked examples version. The conversational agent refuses 
to go to the next step until the user writes a sentence from the expected class (there is a 
threshold of maximum three tries to account for potential classification errors). The conver-
sational agent then moves to the next class, until all classes of the Gibbs reflective cycle are 
covered; it concludes the learning session with a congratulating message (taking cues from 
Kim et al., 2024).

AI model architecture

To provide support to learners in Reflectium, we employed LLMs and generative AI models 
(as illustrated in Figure 3). In the learning from worked examples condition, we used AI 
models to generate worked examples and to provide adaptive feedback to the texts submit-
ted by the students. In the learning from modelling examples condition, we used the mod-
els to power the interactive conversational agent. In particular, in the learning from worked 
examples paradigm, we used GPT-4o in an offline stage to generate the full worked exam-
ples that were shown to the learner in the user interface of Reflectium. In the learning from 
modelling examples paradigm, GPT-4o was used to power the conversational agent when 
the users asked follow-up questions, for example, demanding more examples or explana-
tions on certain classes of the Gibbs reflective cycle. In addition, we used fine-tuned BERT 
models in both the learning from worked and modelling examples paradigms to classify 

F I G U R E  2   Screenshot of the version of Reflectium implementing learning from modelling examples using 
interaction with a conversational agent.
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       |  9EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

each sentence of a reflective writing into the classes of the Gibbs reflective cycle, providing 
feedback in terms of in-text highlighting (for worked) or responses from the conversational 
agent (for modelling).

Generating worked examples: To generate the worked examples included in the ver-
sion of Reflectium using the learning from worked examples paradigm, we initially prompted 
GPT-4o iteratively, each time by appending a sentence of the next Gibbs reflective cycle 
class to the current partially formed text. Two researchers in the domain of learning sciences 
reviewed the quality of the output texts and checked if the generated sentences were from 
the intended class of the Gibbs reflective cycle. All texts were approved and thus included in 
the learning from worked examples version of Reflectium. We provide all prompts and texts 
in the Appendix A.

Providing adaptive feedback: We used a BERT model to build a classifier for labelling 
each input sentence as one of the classes of the Gibbs reflective cycle, and integrated it 
in the feedback modules of both learning from examples paradigms. We picked the base 
models of BERT in English and German and fine-tuned them on a dataset of 96 annotated 
diaries. The dataset was collected in two experiments conducted in a German-speaking vo-
cational school in a Western European country: the first experiment evaluated a conversa-
tional agent for providing reflective writing support and teaching students on how to use the 
Gibbs reflective cycle Neshaei et al., 2025, and in the second experiment, we evaluated an 
early version of Reflectium as a pilot study. In both versions, the final reflective texts written 
by the students were collected for training our models. All students provided informed con-
sent for their data to be used for research and the studies were approved by the university's 
ethics committee (Nr. HREC000572 and HREC 013-2021). The texts had an average length 
of 268.49 words (SD: 163.83). We translated the dataset to English by machine translation, 
and conducted the data labelling process separately for the two languages. Two researchers 
annotated five reflections independently, resulting in a Cohen's Kappa of 0.9285, indicating 

F I G U R E  3   AI models used in Reflectium for each of the two interfaces using the paradigms of learning from 
worked and modelling examples. GPT-4o is used in both paradigms: Offline generation of full worked examples 
shown to learners and powering conversational agents for follow-up questions for the modelling examples. Our 
fine-tuned BERT model classifies sentences into the Gibbs components, providing in-text highlighting for worked 
examples and conversational agent responses for modelling examples.
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a strong agreement. Then, one of the annotators completed the rest of the annotations on 
their own. Before using the data to train our models, we processed it by wrapping target 
sentences to classify around specific <start> and <end> tokens, with one sentence be-
fore and after in the context window, to allow contextual information of a reflective text to be 
used in the classification process. We then fine-tuned our BERT models on the processed 
data for three epochs using the simpletransformers library. The results of our fivefold 
cross-validation evaluation on the two models can be seen in Table 1.

Interactive conversational agent: We used the GPT-4o generative AI model in the 
version of Reflectium using the learning from modelling examples approach to simulate 
the instructor by engaging in conversations with the user through the conversational agent 
interface. Following prior works (Kim et al., 2024), we designed the conversational agent as 
a state machine. To ensure the relevance of the outputs and reduce the risk of hallucina-
tions, we included a single set of predefined messages shown to the user when entering 
each step of the Gibbs reflective cycle. However, we forwarded the message history of each 
user, as well as their current query any time they asked a follow-up question to GPT-4o and 
displayed the result to the user. Sending the complete message history to GPT-4o enables 
the model to identify the learning path of the student and the possible mistakes in each 
class, leading to personalized answers from the model. The predefined messages and the 
prompts were prepared and finalized by three researchers in a workshop. All prompts and 
predefined responses can be found in the Appendix A. To ensure the effectiveness of our 
predefined messages and prompts, we preevaluated the final interaction with the conversa-
tional agent in a small-scale pilot study with 12 researchers, who approved the responses 
as relevant and useful.

Accounting for the low performance of the models: As can be seen in Table 1, we 
achieved low F1 scores for specific classes (eg, mostly notable for Analysis). To remedy this 
situation when deploying the models to Reflectium, we implemented two fallback cases:

1.	 Learning from worked examples version: if, after the third feedback attempt, there 
are still classes missing in the results, we look at the model scores provided for 
each class and assign the sentence with the maximum score of the missing class 
to the label of this class. This process allows us to pick the ‘next-most-likely’ can-
didate for that class, mitigating model accuracy issues.

2.	Learning from modelling examples version: After three failed attempts for a class, the in-
terface moves automatically to the next class. Instead of displaying a congratulatory mes-
sage (starting with ‘Perfect’) the system instead presents a non-congratulating message 
(starting with ‘OK’).

EVALUATION STUDY

We evaluated Reflectium with 100 Prolific participants, with the goal of assessing the effects 
of AI support on learning gains, interaction and perception of users. In the following, we will 
describe the study design, procedure, participants and the employed measures in detail.

TA B L E  1   Performance metrics (balanced accuracy and F1) of our fine-tuned BERT models, grouped per 
dataset language.

Language
Balanced 
accuracy F1 description F1 feelings F1 evaluation F1 analysis F1 conclusion

F1 action 
plan

German 56.81 ± 4.75 86.60 ± 2.07 63.80 ± 4.09 54.60 ± 14.48 13.20 ± 14.48 48.20 ± 10.99 65.00 ± 18.11

English 64.07 ± 1.95 90.60 ± 0.89 80.20 ± 2.17 52.4 ± 5.27 10.20 ± 14.94 64.20 ± 5.12 76.60 ± 5.18
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       |  11EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

Study design

As illustrated in Figure 4, we employed a randomized 2 × 2 study design encompassing two 
main factors: learning paradigm (worked or modelling examples) and AI support (without or 
with). For brevity, we will refer to the groups with AI support as ‘Worked w/ AI’ and ‘Modelling 
w/ AI’ and to the groups without AI support as ‘Worked w/o AI’ and ‘Modelling w/o AI’.

To create the Worked w/o AI version, we removed the AI-enabled feedback module 
from the Worked w/ AI version of Reflectium, only keeping the predefined worked examples. 
While users were still directed to a writing interface after observing the worked examples, 
the feedback button was removed.

To build the Modelling w/o AI version, we replaced the conversational agent with a pre-
recorded instructional video on the Gibbs reflective cycle, as a standard method for learning 
from modelling examples in the literature (Braaksma et al., 2002; Groenendijk et al., 2013). The 
video was narrated by a learning sciences researcher as the instructor over a set of presentation 
slides1 explaining each of the classes of the Gibbs reflective cycle step by step and showing the 
process of forming a reflective writing iteratively by adding sentences from the classes in order.

Procedure

Our experiment consisted of three main phases: a pre-intervention, a learning intervention 
and a post-intervention. An overview of the procedure can be seen in Figure 5.

Pre-intervention

The experiment started with a pre-survey, where we tested the effectiveness of the ran-
domization across the four conditions using three different constructs, taking cues from 

F I G U R E  4   Our study setup with four groups, using a randomized 2 (learning from examples paradigm: 
worked vs. modelling) × 2 (AI support: without vs. with) design.
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12  |      NESHAEI et al.

prior works (Neshaei et  al.,  2024; Wambsganss et  al.,  2020) (as provided in Table 2). 
Each pre-survey construct consisted of questions measured on the 1-to-7 Likert scale. 
We averaged the results for questions inside each construct. Then, to be able to measure 
improvements in the reflective writings and adhering to the Gibbs reflective cycle from 
before to after the learning intervention, we asked the users to reflect on a situation at 
work where they were challenged by an unexpected event, in at least 75 words, as a 
pretest writing task.

Learning intervention

After completing the pre-intervention stage, the users saw a short video as an introduction to 
reflective writing, without teaching the Gibbs reflective cycle. Then, they got access to one of 
the four versions of Reflectium as the learning intervention: learning from worked and mod-
elling examples paradigms, each without and with AI-based assistance (see Figure 4). We 
ensured balance among genders by randomizing the versions of Reflectium each learner 

F I G U R E  5   Overview of our study procedure for Reflectium, encompassing with- and without-AI versions 
across the two different approaches to the learning from examples paradigm.

TA B L E  2   Constructs used in the pre-survey.

Construct Pretest questions

Information 
technology usage

1.	I like to experiment with new information technology (IT) tools
2.	In general, I am willing to try out new IT tools
3.	If I heard about a new IT tool, I would look for ways to experiment with it
4.	Among my peers, I am usually the first to try out new IT tools

Feedback-seeking 1.	It is important for me to receive feedback on my performance
2.	I like getting feedback on my behaviour
3.	It is important for me to receive feedback on my progress and learning potential
4.	I find feedback on my performance useful

Reflective writing 
knowledge

1.	I know what is reflective writing (ie, journaling)
2.	I have written reflections before
3.	I know what is the Gibbs reflective cycle
4.	I have used the Gibbs reflective cycle before
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       |  13EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

used. All learning interventions consisted of a writing task, in which we asked the users to 
reflect on a situation in the workplace that they think they handled very well.

Post-intervention

Our post-intervention consisted of two posttest reflective writing tasks and a post-survey 
questionnaire consisting of a set of constructs. Finally, participants were also asked for 
feedback on the tool.

Reflective writing tasks: Prior works (Hübner et al., 2010) have considered a range 
of learning deficiencies, particularly mediation (ie, not having the necessary cognitive re-
quirements to improve task performance) and production (ie, being capable but not using 
strategies spontaneously) deficiencies. To see whether different versions of Reflectium 
were successful in addressing such learning deficiencies in the domain of reflective writ-
ing, we asked the users to write again as a posttest (similar to previous works on writing 
assistants; Mejia-Domenzain et  al.,  2024). We first posed a generally similar question 
(posttest-near) to those in the pretest and learning intervention to the users, asking them 
to reflect on a situation in the workplace when things did not go as planned, in at least 75 
words without intelligent support from Reflectium, to measure their learning gains by com-
paring the writings to the pretest (see Section “Measure of learning” for the measurement 
process). Then, we administered a transfer posttest task (posttest-far) to measure if the 
users maintained their mastery of the Gibbs reflective cycle in another domain of writing. 
In particular, we asked them to reflect on the learning experience they had with Reflectium, 
in at least 75 words.

Questionnaire: We delivered a questionnaire (see Table 3) to find the users' percep-
tion towards the version of Reflectium they used. Each construct, inspired from prior works 
(Neshaei et al., 2024; Wambsganss et al., 2020), consisted of questions measured on the 
1-to-7 Likert scale. We averaged the results for questions inside each construct. We ad-
ditionally administered the questions from the NASA Task Load Index to the participants 
(Hart, 2006).

Study feedback questions: We then asked two additional study feedback questions 
accepting written answers from the users: (1) In your own words, explain the benefit and 
importance of the Gibbs reflective cycle, and how do you think it has exactly changed the 
way you reflect on your experiences? (in at least 40 words), and (2) Any more comments on 
the whole study? (in at least 30 words).2

Participants

We recruited a total of 100 participants using the Prolific experiment crowdsourcing plat-
form. We required participants to be fluent in English, have a degree in health and welfare 
(eg, medicine or nursing) and have a high school diploma or above. A breakdown of the 
participants' demographics in each study group can be seen in Table 4. The study was ap-
proved by the university's ethics review board (Nr. HREC000572 and HREC 013-2021).

Measure of learning

Following (Ullmann, 2015), we graded each writing in two dimensions:
Breadth of reflection: We used the adherence of the texts submitted by the users in the 

pre- and posttest writing tasks to the Gibbs reflective cycle as a measure to compare both 
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14  |      NESHAEI et al.

across time (pretest to posttest near and posttest far) and across study groups. To measure 
the structure of the reflective texts, we annotated each of the sentences in the writings with 
one of the classes of the Gibbs reflective cycle. We granted one point for each class found 
in the text; as a result, each text could obtain a maximum score of 6 if it contained all of the 
classes of the Gibbs reflective cycle. One of the same two researchers who annotated the 
reflective writing datasets used for training the classification model (see Section “AI model 
architecture”) labelled the sentences of the texts to identify the relevant Gibbs reflective 
cycle components.

Depth of reflection: As an additional dimension, we applied the reflective writing 
criteria defined by (Ullmann, 2015) and used in prior works (Nehyba & Štefánik, 2023) to 
score each posttest far writing based on a rubric consisting of four criteria: (a) including 
verbs referring to thinking in combination with experience, (b) emphasizing the thought 
process, (c) including a first-person perspective and (d) being in the form of a question. 
To score each text, two researchers in the domain of learning sciences (one being also 
among the two participating in annotating for the breadth score) participated in a work-
shop together and then graded five reflections independently across the four items of the 
rubric. We observed that 19 out of 20 rubric items were graded with the same score by 
the two researchers, indicating a strong agreement. Then, one of the researchers com-
pleted the rest of the scoring on their own.

We additionally computed a combined score per writing by multiplying the breadth score 
(ie, adherence to the Gibbs reflective cycle) with the binarized depth score. We binarized 
the depth score to split reflections into ‘reflective’ and ‘non-reflective’ texts, with the idea that 
non-reflective texts should obtain an overall score of 0. When analysing the submitted texts, 
we found that almost all reflections (with the exception of one text) satisfied criterion C of 
the depth rubric (including a first-person perspective), resulting in a minimum depth score 

TA B L E  3   Constructs used in the post-survey.

Construct Example question

Excitement after interaction Interacting with Reflectium was exciting

Perceived ease of use I found Reflectium easy to interact with

Perceived usefulness I found Reflectium useful for writing reflections

Technology acceptance Assuming Reflectium is available, the next time I want to write a 
reflection, I would use it again

Perceived improvement in 
writing

After using Reflectium, my ability to write reflections has improved

Perceived improvement in 
writing in the long run

I assume using Reflectium in the long run will help me improve my 
abilities to write well-structured reflections

Correctness of the suggestions Adaptive responses, suggestions and feedback from Reflectium were 
correct

TA B L E  4   Demographics of the groups in our experimental evaluation (F refers to those identified as 
females, M: males, and O: others).

Group Demographics Average age SD age

Worked w/o AI 16 F, 8 M 25.63 3.52

Worked w/ AI 16 F, 8 M 25.08 1.98

Modelling w/o AI 19 F, 7 M 24.88 2.56

Modelling w/ AI 19 F, 6 M, 1 O 24.77 2.31
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       |  15EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

of 1. This observation is likely due to the nature of our tasks (asking learners to reflect on a 
situation they experienced), which naturally made them write in first person. We therefore 
decided to drop criterion C for the binarization and categorized a text as ‘reflective’, if it con-
tained at least one reflective component (Criterion A, B or D).

Analytic approach

Randomization control: We verified the randomization by checking for differences be-
tween the groups in the pre-survey constructs, employing a one-way ANOVA per construct 
and using Benjamini–Hochberg to correct for multiple comparisons.

RQ1: Measuring learning gains: To answer RQ1 and to reveal if there were any differ-
ences in outcomes coming from the different levels of AI support and learning from examples 
modalities, we conducted two-way ANCOVAs with AI support and Learning Paradigm as the 
two independent factors and pretest score as a covariate to examine the effects of pretest 
score, AI support (ie, w/o AI or w/ AI) and Learning Paradigm (ie, Worked or Modelling) on 
posttest score, as well as their interaction. We ran separate models per posttest (near and 
far) and score (depth, breadth, combined).

RQ2: Interaction behaviour: To answer RQ2, we tracked the interaction of users 
with Reflectium during the study and analysed it to find insights explaining the similar-
ities and differences we found in response to RQ1. We performed all analyses in RQ2 
separately for the worked and modelling conditions, as the different modalities of the 
four versions of Reflectium did not allow us to measure a shared relevant interaction 
variable (eg, the versions without AI support resulted in a shorter time on task as they 
just required watching one video/reading a worked example and writing one reflective 
text, with no option to revise).

For the version of Reflectium with the learning from worked examples paradigm, we intro-
duced two behavioural features from our collected interaction data: (1) the number of worked 
examples studied and (2) the average time (in seconds) spent per example. We tracked 
the number of times the learners demanded to see examples by clicking on the ‘Another 
Example’ button. We employed one-way ANOVAs to find differences in the behavioural con-
structs across groups. To further explore the differential impact of instructional time, learning 
modalities, AI support and our behavioural variables on writing performance, we utilized a 
mixed linear model (MLM)3 approach. We fitted a separate model for each score (depth, 
breadth, combined) and test point (posttest near, posttest far). We modelled time (pretest, 
posttest), AI support (without, with), learning paradigm (worked examples, modelling exam-
ples), number of studied examples and time per example, as well as their interactions as 
fixed effects, and used a random intercept to account for variations between individual stu-
dents. We fitted these new MLMs only for the participants using one of the worked example 
versions of Reflectium.

To further examine the impact of AI support on learners' revision behaviour, we focused 
on learners using the version of Reflectium with the learning from worked examples para-
digm and AI support. We adapted our MLMs by incorporating two additional behavioural 
variables as fixed effects: (3) the number of revisions and (4) the average time in seconds 
per revision, by tracking the number of rounds of feedback the users requested from the 
AI models while writing their text. We also saved the texts written by the learner at each 
feedback request to enable analysis of the changes in Gibbs reflective cycle adherence 
performance over time.

For the learning from modelling examples version of Reflectium with AI support, we 
checked the engagement of learners with the system by (1) measuring how many learners 
asked follow-up questions from the conversational agent, and (2) whether and how they 
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16  |      NESHAEI et al.

changed their writing based on the intelligent feedback they received from the models. To 
enable this analysis, we saved the conversation history of each learner, storing the cases 
in which learners asked follow-up questions separately for each component of the Gibbs 
reflective cycle. We also saved the sentences written by the learners for each class before 
and after receiving each feedback message from the conversational agent. We did not run 
any MLM analyses for the learning from modelling examples version of Reflectium, due to 
the lack of a representative interaction behaviour variable, as the versions with and without 
AI support led to very different interaction patterns (watching a video and writing one text vs. 
interacting with a chatbot) and time on task.

RQ3: User perception: To find the perception score of each construct per user, we 
calculated the average of the user's responses to the items from that construct in the post-
survey. To compare the results across conditions, we conducted a one-way ANOVA per 
construct, followed by post hoc comparisons in case of significance, employing a Benjamini-
Hochberg procedure to correct for multiple comparisons.

RESULTS

In this study, we aimed to assess the effectiveness of AI-based assistance and the different 
paradigms of learning from worked and modelling examples on learners' reflective writing 
(RQ1), their interaction behaviour (RQ2) and their perception and attitude towards each ver-
sion of our system (RQ3).

In a first preparatory step, we verified the randomization by checking for differences 
between the four conditions at the beginning of the study. We did not find any difference 
in the pretest constructs among groups (as can be seen in Table 5). In a second step, 
we verified the survey reliability of the pre-survey and the post-survey using Cronbach's 
alpha, obtaining acceptable values for the constructs reflective writing knowledge and 
perceived improvement in writing, and good values for constructs IT usage, feedback-
seeking, excitement after interaction, perceived ease of use, perceived usefulness and 
correctness of the suggestions. The full reliability results can be found in Table A1 in the 
Appendix A.

TA B L E  5   Scores for pre-survey constructs per condition.

Construct Group Mean ± SD Statistical analysis

IT usage Worked w/o AI 4.20 ± 1.15 F(3, 96) = 0.81, 
p = 0.4887, η2 = 0.02Worked w/ AI 4.26 ± 0.90

Modelling w/o AI 3.97 ± 1.01

Modelling w/ AI 4.40 ± 0.92

Feedback-seeking Worked w/o AI 5.26 ± 0.52 F(3, 96) = 1.29, 
p = 0.4251, η2 = 0.04Worked w/ AI 4.92 ± 1.04

Modelling w/o AI 4.87 ± 0.83

Modelling w/ AI 4.90 ± 0.65

Reflective writing 
knowledge

Worked w/o AI 2.81 ± 1.12 F(3, 96) = 2.15, 
p = 0.2955, η2 = 0.06Worked w/ AI 3.31 ± 1.40

Modelling w/o AI 3.38 ± 1.41

Modelling w/ AI 3.76 ± 1.23

Note: All p-values are corrected using the Benjamini–Hochberg procedure. There are no significant differences between 
conditions.
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       |  17EMPOWERING REFLECTIVE WRITING WITH LARGE LANGUAGE MODELS

RQ1: Measuring learning gains

To investigate the effect of different learning paradigms and AI supports on learning out-
comes, we evaluated each student's writing outputs in the pre- and posttests (near and 
far) based on the depth, breadth and combined reflective scores (see Section “Measure 
of learning”). Based on the benefits of AI support and adaptive feedback found in prior 
works on AI-supported writing assistants (Lee et al., 2024; Mejia-Domenzain et al., 2024), 
we hypothesized that the versions of Reflectium with AI support would lead to higher learn-
ing gains (H1-1). We further hypothesized that the paradigm of learning from modelling 
examples would lead to higher learning gains than using worked examples, following prior 
work showing the benefits of interactive and conversational interfaces (Chi & Wylie, 2014; 
Wambsganss, Guggisberg, & Söllner,  2021), and in particular, in reflective writing (Kim 
et al., 2024; Wolfbauer et al., 2023) (H1-2).

Posttest near: We observed that all four conditions seemed to improve their reflective 
writings regarding the combined score (Figure  6, bottom), with the strongest increase 
observed for the worked examples condition with AI support (�pre = 2.08, �post−near = 4.21) 
and the smallest increase observed for the modelling examples condition without AI sup-
port (�pre = 2.04, �post−near = 2.62). When investigating the depth and breadth scores 
(Figure  6, top), we found that the worked examples conditions improved in the depth 
scores (with AI: �pre = 1.88, �post−near = 2.67, without AI: �pre = 1.67, �post−near = 2.21) as 
well as in the breadth score (with AI: �pre = 2.67, �post−near = 4.25, without AI: �pre = 2.33, 
�post−near = 3.62 ) in comparison to the pretest. In contrast, the increased combined scores 
for learners in the modelling examples conditions mainly stemmed from an improve-
ment in the breadth score (with AI: �pre = 2.35, �post−near = 3.27, without AI: �pre = 2.77, 
�post−near = 3.35), while their depth scores (with AI: �pre = 2.5, �post−near = 2.31, without 
AI: �pre = 2.04, �post−near = 2.15 ) did not notably change from the pretest. The two-way 

F I G U R E  6   Depth, breadth and combined scores obtained in the pretest and posttest writings for users in 
each condition. SEM = standard error of measurement.
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ANCOVA (see Section “Analytic approach”) revealed a significant main effect for both 
AI support (F(1, 95) = 5.04, p = 0.0271 ) and learning paradigm (F(1, 95) = 4.74, p = 0.0320) 
for the combined scores, in favour of w/ AI and Worked conditions respectively. For the 
breadth score, we found a significant difference between the Worked and Modelling 
conditions (F(1, 95) = 5.67, p = 0.0192), but no significant difference was revealed re-
garding the AI support (F(1, 95) = 1.05, p = 0.3089 ). The interaction between AI support 
and learning paradigm was also not significant (F(1, 95) = 0.81, p = 0.3701). For the depth 
scores, we found differences with trends to significance between the different condi-
tions regarding AI support (F(1, 95) = 3.24, p = 0.0750 ), in favour of the condition with 
AI support. However, no significance was revealed regarding the learning paradigm 
(F(1, 95) = 2.48, p = 0.1184) and there was also no significant interaction between learn-
ing paradigms and AI support (F(1, 95) = 1.10, p = 0.2976).

Posttest far: In the posttest far, learners were asked to reflect on their experience 
with the tool (Reflectium), which constituted a far transfer compared with the pretest as 
well as the task performed with the help of our tool. Indeed, only the worked examples 
with AI support condition managed to retain their combined score (Figure 6, bottom) with 
respect to the pretest (�post−far = 2. 25), while all other conditions showed a decrease in 
performance. When investigating breadth (Figure 6, top right) scores, we found that learn-
ers in the worked examples condition with AI (�pre = 2.67, �post−far = 3.00) and without AI 
support (�pre = 2.33, �post−far = 2.79) as well as the modelling conditions with AI support 
(�pre = 2.35, �post−far = 2.54) managed to retain or improve their scores in this far transfer 
task. However, for the depth scores, all conditions showed a decrease in performance. The 
two-way ANCOVA (see Section “Analytic approach”) indicated that there were no signifi-
cant differences in the combined scores for either AI support (F(1, 95) = 1.68, p = 0.1985) 
or learning paradigm (F(1, 95) = 1.69, p = 0.1962). The interaction was also not significant 
(F(1, 95) = 1.18, p = 0.2809 for posttest far). Similarly, for the breadth score, we found no 
significant differences between learning paradigms (F(1, 95) = 2.58, p = 0.1112) or lev-
els of AI support (F(1, 95) = 0.28, p = 0.5978) and the interaction between learning para-
digm and AI support was again not significant (F(1, 95) = 0.04, p = 0.8338). Finally, we 
found a trend to significance in favour of the conditions with AI support for the depth score 
(F(1, 95) = 3.00, p = 0.0867), while the differences between learning paradigms were not 
significant (F(1, 95) = 0.13, p = 0.7241) and neither was the interaction between learning 
paradigm and AI support (F(1, 95) = 0.36, p = 0.5487).

To conclude, while our analysis confirmed the benefits of providing AI support (H1-1), 
we found higher learning gains when using the learning from worked examples paradigm, 
rejecting H1-2.

RQ2: Interaction behaviour

To answer our second research question, we analysed and modelled learners' interaction 
behaviour separately for each learning paradigm.

Interaction with the learning from worked examples version

In both versions with and without AI, the users in the learning from worked examples 
groups first had the chance to study a set of worked examples. Inspired by the effec-
tiveness of the learning from worked examples paradigm (Hoogerheide et  al.,  2014; 
Renkl, 1997), we initially hypothesized that both the number of examples that learners 
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see and the time they spend on each example should positively influence the learning 
outcomes (H2-1). Based on prior works on the helpfulness of revision in writing assistants 
(Mouchel et al., 2023), we also hypothesized that for learners with AI support, more feed-
back and revision rounds, as well as higher time spent in each revision round, would lead 
to higher learning gains (H2-2).

Our analyses revealed that users studied an average of 1.71 examples in the Worked 
w/o AI group (SD = 0.84), and an average of 2.00 in the Worked w/ AI group (SD = 1.32). 
A one-way ANOVA did not reveal any difference (F(1, 46) = 0.80, p = 0.3768, �2 = 0.02). 
Additionally, the time in seconds they spent per each example was similar across groups 
(for Worked w/o AI: mean = 90.67 and SD = 67.40; for Worked w/ AI: mean = 82.13 and 
SD = 82.46; F(1, 46) = 0.15, p = 0.7023, �2 = 0.00).

Our MLM analyses, including the two behavioural variables as fixed effects (see 
Section “Analytic approach”) confirmed that neither behavioural feature contributed sig-
nificantly to the prediction of learning gains measured by depth, breadth and combined 
scores in posttest near. Similarly, for the MLMs fit for posttest far, the effects of the two 
behavioural variables (number of studied examples and average time per example) on 
the depth and breadth scores was not significant. However, we did observe a trend to 
significance for the average time spent per example for the combined score (t = 1.798, 
p = 0.079), indicating that learners spending more time per examples tended to achieve 
a higher combined score. The detailed results of all MLM analyses can be found in 
Table A2 in the Appendix A.

Overall, our findings indicate that within the learning from worked examples paradigm, 
individual differences in the number of examples viewed did not significantly account for 
pretest to posttest learning gains, while time spent on examples seemed to have an effect 
on performance in posttest far, partially confirming H2-1.

To assess H2-2, we focused on learners using the version with AI support only. Learners 
in this condition conducted an average of 3.46 rounds of asking for feedback on their writ-
ing (SD = 3.58), suggesting that they generally appreciated the feedback functionality. They 
spent an average time of 299.18 seconds per round (SD = 209.17). 10 users (41.7%) used 
the feedback functionality only once. To measure whether the feedback-seeking had any 
effects on their learning for this group, we split the users into high- and low-performing 
groups. All users with a growth of two points or more in the combined score were classified 
into the high-performing group.4 We then calculated the same metric separately for each 
subgroup, but did not find any difference between the two subgroups (for low-performing: 
a mean of 3.75 rounds of feedback (SD = 4.65) and a mean of 313.84 seconds per round 
(SD = 221.02 ); for high-performing: a mean of 3.20 rounds of feedback (SD = 3.14) and a 
mean of 302.85 seconds per round (SD = 212.59)).

Our MLM results for posttest near (incorporating the two revision behaviour features 
as fixed effects) revealed that there was no significant effect of revision behaviour on the 
depth, breath or combined scores. Similarly, for the MLMs fit for posttest far, the feedback-
related measures failed to show a significant impact. These findings suggest that, contrary 
to our initial hypothesis (H2-2), the frequency of revisions and the time invested per revi-
sion did not meaningfully influence learning gains from pretest to posttest in the Worked 
w/ AI condition. The detailed results of these MLM analyses can be seen in Table A3 in 
the Appendix A.

To further explore whether the feedback module was beneficial in the learning beyond 
merely the number of times the users asked for feedback, our trained researcher anno-
tated the first and last texts submitted in the feedback rounds by each user and calculated 
the breadth score (ie, adherence to the Gibbs reflective cycle). We found nine users (38%) 
with improvements in at least one class, which can explain the added benefits of the AI 
support for feedback in this condition. Out of the nine users, six of them also showed 

 14678535, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1111/bjet.13601 by K

ungliga T
ekniska H

ogskolan K
T

H
 R

oyal Institute of T
echnology, W

iley O
nline L

ibrary on [03/07/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



20  |      NESHAEI et al.

improvement in the same classes from pretest to posttest near, further confirming the role 
of feedback in their learning process.

Interaction with the learning from modelling examples version

While users in the Modelling w/o AI version merely watched a video and then participated in 
a writing task without intelligent support, those in the Modelling w/ AI version participated in 
chatting with a conversational agent, particularly allowing them to ask follow-up questions 
and receive feedback on their sentences. We analysed the interaction behaviour on each of 
these two aspects:

Follow-up questions: Eight users (31%) asked the conversational agent to come up with 
more examples of a certain class, for a total of 12 times (three times for description, once 
for Feelings, two times for Evaluation, three times for Analysis, once for Conclusion and two 
times for Action Plan). Three users (12%), one being among the eight students, asked the 
conversational agent to explain the definition of a class more (once for Description and two 
times for Analysis).

Receiving feedback: While the conversational agent provided feedback on each sen-
tence written by the user, contrary to our hypothesis that the feedback functionality helps 
them in learning the Gibbs reflective cycle components, we actually found that the feedback 
module had a relatively limited effect on their learning; out of the 26 × 6 = 156 feedback in-
teractions users had with the tool, the users changed their answer from incorrect to correct 
after receiving feedback in only five cases. This shows that the initial explanation and ex-
amples provided in a conversational manner were sufficient for users to learn how to write 
a sentence from a specific class.

RQ3: User perception

In addressing our final research question, we evaluated learners' post-surveys (see 
Section “Analytic approach”). In line with previous works on writing assistants and educa-
tional tools showing higher perception metrics when embedding AI and intelligent support 
(Mejia-Domenzain et al., 2024; Wambsganss, Kueng, et al., 2021; Weber et al., 2024), we 
initially hypothesized that we would receive higher values for perception constructs (eg, 
perceived ease of use or excitement after interaction) in the versions of Reflectium with AI 
support (H3-1).

The mean per-construct scores (SD) are provided in Figure 7, while Table 6 reports the 
results of the statistical analyses. We found no significant difference among conditions in 
terms of the behavioural measures. In particular:

•	 Among the versions of Reflectium using the learning from modelling examples paradigm, 
the version with AI support scored higher than the version without AI support in all metrics, 
but the differences were not significant.

•	 Among the versions of Reflectium using the learning from worked examples paradigm, no 
consistent trend was found when comparing versions without and with AI support.

•	 When comparing the two learning from examples modalities, Modelling w/ AI did not 
show any consistent differences to worked w/ AI. On the contrary, Modelling w/o AI had 
a lower score than Worked w/o AI in all of the constructs, but the differences were not 
significant.

Based on these findings, we reject H3-1.
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DISCUSSION

In this work, we set out to investigate how integrating AI-based methods and LLMs into 
the paradigm of learning from examples would impact learning outcomes, user interaction 
and perceived experiences. Particularly, to measure whether AI-based methods can fur-
ther decrease the possibility of mediation and production deficiencies (Hübner et al., 2010), 
we designed a 2 × 2 study (inspired by previous studies in the domain of educational writ-
ing assistants (Mejia-Domenzain et al., 2024)), comparing the two AI-enabled versions of 
Reflectium using different learning from examples modalities versus their no-AI equivalent. 
Contrary to our hypothesis, we observed higher learning gains for the learning from worked 
examples version of Reflectium. However, confirming another of our hypotheses, we found 
a significant positive impact of including AI support on learning outcomes. The usefulness 
of AI support confirms our initial hypothesis and aligns with previous research indicating that 
AI-driven tools can enhance writing skills by providing personalized feedback and support 
(Lee et al., 2024).

While including AI support shows a positive impact, the investigations from RQ2 for the 
worked examples conditions do not reveal any significant effect of the feedback behaviour, 
which was the main differentiating factor in the AI-enabled versions. Thus, we hypothesize 
that the positive impact in the version with AI support might come from the principle of pos-
itive reinforcement, in which getting a confirmatory feedback can improve learning (Grünke 
et al., 2017). This hypothesis is consistent with findings employing positive reinforcement 
strategies, where students' motivation and learning outcomes improved through praising 
rewards (Hurlock, 1925; Simonsen et al., 2008). A follow-up study can measure this effect 
independently by, for example, tracking fine-grained student behaviour before and after they 
receive feedback on each sentence.

F I G U R E  7   Scores for each posttest perception construct in each condition.
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On the contrary, contrary to our initial hypothesis, we found no differences between con-
ditions regarding a set of postsurvey metrics spanning across the areas of usability, per-
ceived learning, technology acceptance and cognitive load. This indicates that the improved 
learning gains of the AI-supported version of our tool did not come at the cost of a dimin-
ished learning experience. With that said, this observation aligns with studies suggesting 
that integrating AI into educational tools and writing assistants can enhance learning without 
increasing cognitive load or negatively impacting user experience (McLaren et al.,  2015; 
Weber et al., 2024). When digging deeper into the reasons behind similarities and differences 

TA B L E  6   Scores obtained for the postsurvey constructs in each condition.

Construct Group Mean ± SD
Statistical 
analysis

Excitement after interaction Worked w/o AI 4.42 ± 0.86 F(3, 
96) = 0.83, 
p = 0.4801, 
η2 = 0.03

Worked w/ AI 4.56 ± 1.18

Modelling w/o AI 4.04 ± 1.22

Modelling w/ AI 4.42 ± 1.49

Perceived ease of use Worked w/o AI 4.92 ± 0.83 F(3, 
96) = 2.22, 
p = 0.1808, 
η2 = 0.06

Worked w/ AI 4.74 ± 1.31

Modelling w/o AI 4.13 ± 1.06

Modelling w/ AI 4.69 ± 1.25

Perceived usefulness Worked w/o AI 4.67 ± 1.11 F(3, 
96) = 1.98, 
p = 0.1953, 
η2 = 0.06

Worked w/ AI 4.77 ± 1.26

Modelling w/o AI 4.19 ± 1.14

Modelling w/ AI 4.94 ± 1.03

Technology acceptance Worked w/o AI 4.62 ± 1.32 F(3, 
96) = 3.72, 
p = 0.1125, 
η2 = 0.10

Worked w/ AI 4.62 ± 1.32

Modelling w/o AI 3.81 ± 1.39

Modelling w/ AI 5.04 ± 1.32

Perceived improvement in writing Worked w/o AI 4.75 ± 0.71 F(3, 
96) = 3.05, 
p = 0.1294, 
η2 = 0.09

Worked w/ AI 4.65 ± 1.04

Modelling w/o AI 4.17 ± 1.18

Modelling w/ AI 4.96 ± 0.80

Perceived improvement in writing in 
the long run

Worked w/o AI 4.75 ± 1.01 F(3, 
96) = 1.00, 
p = 0.4534, 
η2 = 0.03

Worked w/ AI 4.96 ± 0.93

Modelling w/o AI 4.42 ± 1.28

Modelling w/ AI 4.81 ± 1.18

Correctness of the suggestions Worked w/o AI 4.48 ± 1.16 F(3, 
96) = 2.23, 
p = 0.1808, 
η2 = 0.07

Worked w/ AI 3.85 ± 1.42

Modelling w/o AI 3.54 ± 1.19

Modelling w/ AI 4.06 ± 1.37

NASA task load index Worked w/o AI 9.41 ± 2.28 F(3, 
96) = 1.34, 
p = 0.3550, 
η2 = 0.04

Worked w/ AI 9.19 ± 2.37

Modelling w/o AI 9.21 ± 2.54

Modelling w/ AI 10.39 ± 2.58
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among groups, we only found limited usage of a set of features unique to the versions of 
Reflectium with AI support. We hypothesize that this was the case because the users of our 
Prolific study did not have the motivation to explore all available functionalities in the tool, 
when not explicitly instructed to by a goal-setting strategy (Abbas & Gadiraju, 2022). In that 
case, our results can explain the relative indifference in the posttest constructs across con-
ditions and necessitate measures to persuade or reward learners to use such features more 
often as part of a future follow-up study.

Together, these results support prior learning sciences literature (Hoogerheide 
et al., 2014) by indicating that incorporating LLMs into tutoring systems designed around 
the learning from examples paradigm can provide meaningful support for the development 
of students' reflective writing skills, in terms of the depth of reflections as well as nudging 
students to follow the theory model of the Gibbs reflective cycle. As a result, our work 
extends upon prior usages of LLMs for reflective writing (Kim et al., 2024; Li et al., 2023) 
by contributing to the theoretical aspect of embedding AI models in tutoring systems using 
the learning from examples paradigm and showing the effectiveness of AI support to 
mitigate the risks of mediation and production deficiencies (Hübner et al., 2010). We addi-
tionally uncover the differences in terms of learning gains between the two learning from 
examples paradigms and show generally higher scores obtained by the learning from 
worked examples paradigm, which stays as a well-known paradigm for teaching writing 
skills (Kyun et al., 2013; Mejia-Domenzain et al., 2024). Finally, we contribute to the prac-
tice by designing and implementing Reflectium, our reflective writing assistant, to embed 
the two learning modalities and help learners in writing their reflective texts. Our work 
extends upon prior reflection assistants (Kim et al., 2024; Kocielnik et al., 2018; Wolfbauer 
et al., 2022) by providing insights into the interplay of the learning from examples para-
digms and AI support, and how it affects the learners in terms of learning how to improve 
the structure of their reflections.

There are several limitations of this study. First, we did not evaluate the final version of 
Reflectium in an in-person classroom and only relied on a Prolific online experiment for our 
results. We call for future work to evaluate how the different paradigms used in Reflectium 
can be transferred to other learning environments. We also call for future work to integrate 
more metrics to evaluate the quality of the reflective writings (eg, automated methods) or 
indirect learning gains (eg, scores on a quiz or test) in the study design. Additionally, the 
fine-tuned models that we used in Reflectium come with low F1 scores for certain classes, 
limiting their robustness to different sets of inputs from students. We call for future work to im-
prove the accuracy of the models, e.g., by conducting data augmentation processes. Finally, 
Reflectium, specifically the Modelling w/ AI group, can benefit significantly from more nat-
ural modalities of interacting with learners (eg, a voice-based conversational agent), which 
we leave to future works to explore.

CONCLUSION

In this work, we explored the integration of AI-enabled assistants into reflective writing edu-
cation through the paradigms of learning from worked and modelling examples. We devel-
oped Reflectium, our intelligent assistant for reflective writing, in four versions: two versions 
with and without AI models for each of the two learning from examples paradigms. In an 
online study on Prolific, we demonstrated promising results regarding the positive effect 
of integrating AI models into Reflectium. Our findings highlight the potential of integrating 
adaptive AI support into the paradigm of learning from examples to help learners in writing 
reflectively and improving their metacognitive skills.
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Endnotes
	1	The video and the presentation slides will be published.
	2	Analysis of the answers provided to the open questions is not included in this paper and is left for future follow-up 
work.

	3	Using the lme4 and afex R packages.
	4	We excluded users with a low combined score growth but a pretest combined score of 5 or more from the low-
performing groups, as this indicated sufficient prior knowledge and thus limited possibility of learning further.
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APPENDIX A

TA B L E  A1   Individual Cronbach's alpha values for each pre-survey and post-survey construct.

Stage Construct Cronbach's alpha

Pre-survey IT usage 0.8453

Feedback-seeking 0.8026

Reflective writing knowledge 0.7678

Post-survey Excitement after interaction 0.8026

Perceived ease of use 0.8809

Perceived usefulness 0.8080

Technology acceptance N/A

Perceived improvement in writing 0.7378

Perceived improvement in writing in the long run N/A

Correctness of the suggestions 0.8382

Note: N/A indicates constructs with only one question. We did not include NASA TLX in the analysis, as it is a complete survey 
that has been validated in prior works (Hart, 2006).
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TA B L E  A 2   Mixed linear model (MLM) results for depth, breadth and combined scores of RQ2 (interaction 
with the worked examples).

Posttest near Posttest far

Depth Breadth Combined Depth Breadth Combined

(Intercept) 2.86*** 
(0.23)

4.66*** 
(0.43)

4.58*** 
(0.60)

1.93*** 
(0.24)

2.78*** 
(0.40)

1.97*** 
(0.56)

Time (pre) −0.79*** 
(0.18)

−1.58*** 
(0.33)

−2.13*** 
(0.43)

0.04 (0.19) −0.33 
(0.31)

−0.17 (0.42)

AIS (Static) −0.47* 
(0.20)

−0.69 
(0.38)

−1.28* (0.52) −0.45* 
(0.22)

−0.21 
(0.35)

−0.89 (0.49)

Num. of 
Examples

−0.07 
(0.07)

−0.21 
(0.14)

−0.22 (0.19) −0.09 
(0.08)

0.04 (0.12) −0.05 (0.18)

Time per 
Example

−0.0006 
(0.0011)

0.00001 
(0.002)

0.0007 
(0.0028)

0.0010 
(0.0011)

0.0017 
(0.0018)

0.0047 
(0.0026)

Time (pre) × AIS 
(Static)

0.25 (0.25) 0.29 (0.46) 0.92 (0.60) 0.21 (0.27) −0.13 
(0.44)

0.54 (0.59)

N (learner) 48 48 48 48 48 48

AIC 235.59 346.17 402.12 245.93 335.38 393.66

BIC 256.10 366.68 422.63 266.45 355.89 414.17

R2 (fixed) 0.23 0.27 0.23 0.08 0.05 0.08

R2 (total) 0.43 0.46 0.48 0.29 0.24 0.33

Abbreviations: AIS, AI support; pre, pretest.
*p < 0.05; ***p < 0.001.

TA B L E  A 3   Mixed linear model (MLM) results for depth, breadth and combined scores of RQ2 (revision 
behaviour).

Posttest near Posttest far

Depth Breadth Combined Depth Breadth Combined

(Intercept) 2.74*** 
(0.35)

4.96*** 
(0.77)

4.89*** 
(0.91)

1.71** 
(0.47)

2.74** 
(0.78)

1.62 (1.19)

Time (pre) −0.79*** 
(0.18)

−1.58*** 
(0.33)

−2.13*** 
(0.46)

0.04 (0.18) −0.33 
(0.32)

−0.17 (0.39)

Num. of Examples −0.12 
(0.08)

−0.25 
(0.18)

−0.25 
(0.21)

−0.10 
(0.11)

0.04 (0.18) −0.07 
(0.28)

Time per Example −0.0011 
(0.0012)

−0.0002 
(0.0028)

0.0006 
(0.0033)

0.0011 
(0.0017)

0.0014 
(0.0028)

0.0044 
(0.0044)

Num. of Revisions 0.03 (0.03) −0.04 
(0.08)

−0.02 
(0.09)

0.02 (0.05) −0.02 
(0.08)

0.06 (0.12)

Time per Revision 0.0005 
(0.0006)

−0.0002 
(0.0014)

−0.0005 
(0.0016)

0.0006 
(0.0009)

0.0005 
(0.0014)

0.0007 
(0.0021)

N (learner) 24 24 24 24 24 24

AIC 143.79 203.17 223.73 154.96 200.86 226.58

BIC 158.76 218.13 238.70 169.93 215.83 241.55

R2 (fixed) 0.31 0.28 0.30 0.05 0.03 0.04

R2 (total) 0.39 0.50 0.41 0.47 0.38 0.55

Abbreviation: pre, pretest.
**p < 0.01; ***p < 0.001.
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A.1.  |  Prompts and textual responses in Reflectium
The following are textual responses used in the version of Reflectium using the learning 
from modelling examples paradigm with AI support:

System prompt

All your responses should be relevant to a nursing vocational student who is learning how to reflect on the 
events happened in their theory or practice sessions using the Gibbs reflective cycle. Respond in the same 
language that the user uses. Please respond very briefly and avoid long responses.

Welcome message

Welcome to Reflectium!
In this session, you are expected to reflect on a situation in the workplace that you think you handled very 
well.
In the process, I will help you by teaching you about the Gibbs reflective cycle, which can help you better 
reflect on the situation happened in the workplace for you.
Let me know if you are ready to start!
Next message suggestions:
•	 Yes, I'm ready!

Description: Explain

Great! Let's start with the first stage of the Gibbs reflective cycle: Description.
In this stage, you will describe the event or situation that you are reflecting on.
One example of a description could be: ‘Yesterday, I was assigned to a new patient with dementia. I had to 
take care of him, as a part of my duties’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?

Description: Example to Evaluate

Perfect :) Now let's see if you can come up with an example of a description. Please describe an event or 
situation that you are reflecting on. Remember, the description should be clear and detailed. Take your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate a description. Please try again. Common issues in writing 
a description include:
•	 Not providing enough details
•	 Not being clear about the event or situation
•	 Not mentioning the key points

Feelings: Explain

Great! Now let's move on to the second stage of the Gibbs reflective cycle: Feelings.
In this stage, you will describe how you felt during the event or situation.
One example of a feeling could be: ‘I felt anxious and overwhelmed when I realized that the patient's 
condition was deteriorating. However, I was also happy because I had studied the symptoms and knew how 
to respond’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?
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Feelings: Example to Evaluate

Perfect :) Now let's see if you can come up with an example of a feeling. Please describe how you felt during 
an event or situation that you are reflecting on. Remember, the feeling should be honest and detailed. Take 
your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate a feeling. Please try again. Common issues in writing a 
feeling include:
•	 Mentioning on factual information instead of feelings
•	 Failing to express feelings using clear adjectives
•	 Evaluating the situation critically instead of merely focusing on personal feelings at this stage

Evaluation: Explain

Great! Now let's move on to the third stage of the Gibbs reflective cycle: Evaluation.
In this stage, you will evaluate the positive and negative aspects of the event or situation that you are 
reflecting on.
One example of an evaluation could be: ‘I think I was able to handle the situation well. However, I also felt 
that I could have communicated more effectively with the patient’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?

Evaluation: Example to evaluate

Perfect :) Now let's see if you can come up with an example of an evaluation. Please evaluate the positive 
and negative aspects of an event or situation that you are reflecting on. Remember, the evaluation should be 
balanced and detailed. Take your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate an evaluation. Please try again. Common issues in 
writing an evaluation include:
•	 Not providing a balanced view of the situation
•	 Not mentioning both positive and negative aspects
•	 Focusing on personal feelings rather than a holistic or detailed evaluation

Analysis: Explain

Great! Now let's move on to the fourth stage of the Gibbs reflective cycle: Analysis.
In this stage, you will analyze the event or situation that you are reflecting on, providing the reasons behind 
the points you mentioned in the Evaluation part.
One example of an analysis could be: ‘I think the reason I was able to follow the correct procedures was 
because I had practiced the textbook given by our teacher during the past week’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?

Analysis: Example to evaluate

Perfect :) Now let's see if you can come up with an example of an analysis. Please analyze the event or 
situation that you are reflecting on, providing the reasons behind the points you mentioned in the Evaluation 
part. Remember, the analysis should be logical and detailed. Take your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate an analysis. Please try again. Common issues in writing 
an analysis include:
•	 Not providing logical reasons behind the evaluation (eg, not using words and expressions, such as 

‘because’)
•	 Not explaining the connection between the evaluation and the analysis
•	 Merely indicating the positive and negative aspects without providing reasons

(Continues)
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Conclusion: Explain

Great! Now let's move on to the fifth stage of the Gibbs reflective cycle: Conclusion.
In this stage, you will draw conclusions from the event or situation that you are reflecting on and think about 
what you have learned from it.
One example of a conclusion could be: ‘From my experience with the patient, I learned that it is important to 
remain calm and follow the correct procedures in emergency situations’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?

Conclusion: Example to evaluate

Perfect :) Now let's see if you can come up with an example of a conclusion. Please draw conclusions from 
the event or situation that you are reflecting on and think about what you have learned from it. Remember, 
the conclusion should be insightful and detailed. Take your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate a conclusion. Please try again. Common issues in writing 
a conclusion include:
•	 Not reflecting on what has been learned from the situation
•	 Not providing insights or lessons learned
•	 Failing to connect the conclusion to the event or situation

Action plan: Explain

Great! Now let's move on to the sixth stage of the Gibbs reflective cycle: Action Plan.
In this stage, you will think about what you would do differently in a similar situation in the future, identify 
areas for future improvement and plan how to address them.
One example of an action plan could be: ‘In future situations, I will make sure to practice the correct 
procedures, even if I feel anxious or overwhelmed’.
Next message suggestions:
•	 I understood it!
•	 Can you explain it again?
•	 Can you give me another example?

Action plan: Example to evaluate

Perfect :) Now let's see if you can come up with an example of an action plan. Please think about what you 
would do differently in a similar situation in the future. Remember, the action plan should be specific and 
actionable. Take your time!
Goes to the next Gibbs reflective cycle component, in case the classifier labels the input of the user from the 
same class. Otherwise, the following error message is shown:
Sorry, I found that your response does not indicate an action plan. Please try again. Common issues in 
writing an action plan include:
•	 Not being specific or actionable
•	 Failing to identify areas for future improvement
•	 Not planning how to address the areas for improvement

Congratulation

Congratulations! [party popper emoji] You have successfully completed the Gibbs reflective cycle. You now 
know how to describe an event or situation, share your feelings, evaluate the positive and negative aspects, 
analyze the event, draw conclusions and think about what you would do differently in the future. Well done! :)
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The following are the prompts used by the authors to pre-generate the worked examples 
that are embedded in Reflectium:

Generating a reflective text for inclusion as a worked example in Reflectium: starting from 
Description

You are a nursing vocational student who is an expert in the Gibbs reflective cycle. You are asked to provide 
a worked example of a reflection (from your experience in a real-world nursing and caring scenario) that 
follows the Gibbs reflective cycle. The classes are: Description (describing what happened), Feelings 
(thoughts and feelings of the situation), Evaluation (good or bad aspects of the event), Analysis (the reasons 
behind good and bad aspects of the event), Conclusion (concluding what has been learned from the event) 
and Action Plan (outlining suggestions to do differently in the future). First, start with the Description class, 
describing a recent event happened in your nursing practice sessions at the hospital. Provide only one 
sentence of class Description and nothing else.

Generating a reflective text for inclusion as a worked example in Reflectium: Extending with other 
Gibbs reflective cycle components

You are an expert in the Gibbs reflective cycle. You are asked to provide a worked example of a reflection 
(from your experience in a real-world nursing and caring scenario) that follows the Gibbs reflective cycle. 
The classes are: Description (describing what happened), Feelings (thoughts and feelings of the situation), 
Evaluation (good or bad aspects of the event), Analysis (the reasons behind good and bad aspects of 
the event), Conclusion (concluding what has been learned from the event) and Action Plan (outlining 
suggestions to do differently in the future). This your current text until now:
“‘
{current partial text}
’”
Now, please extent the text with only one sentence of class {Gibbs reflective cycle component}. 
Only output the new sentence and nothing else.
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